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Abstract. A multi-server retrial queueing system with heterogeneous servers is analysed.
The service times have a phase-type distribution with different irreducible representations.
Customer arrival to the system is defined by a Markovian arrival process. When all servers are
busy at an arrival moment, the customer moves to the virtual place called orbit to retry to reach
the servers in exponentially distributed periods of time. The total retrial rate from the orbit
infinitely increases when the number of customers residing in orbit grows. Upon arrival or
retrial from the orbit, a customer occupies the server having the minimal number among all idle
servers, if any. The dynamics of the system states is described by a multidimensional Markov
chain having the special block structure of the infinitesimal generator. The explicit expression
for this is presented. Ergodicity condition is derived. The expressions for computation of the
key performance characteristics of the system are given. Numerical results, which highlight
dependencies of these measures on the mean arrival rate for the system and its particular
cases, when the arrivals are described by the stationary Poisson process or (and) service times
follow the exponential distribution, are presented.
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AHHOTaIMsA. AHAIM3UPYETCS MHOTOJIMHEHHAsA CUCTeMa 00CITy KMBAHHS C TIOBTOPHBIMHU BbI-
30BaMU U HEOJHOPOAHBIMU CepBepaMu. [IJIMTEeNbHOCTH OOCITyKHMBaHUSI UMeEIOT (ha3zoBoe
pacrpesieieHre ¢ pa3IMIHBIMI HETIPUBOAUMBIME IIpeIcTaBIeHusIMU. [TocTymieHne 3ampo-
COB B CHCTEMY OIpEeJesAeTCs MapKOBCKUM IpoLieccoM nocTyrieHus. Korga Bce cepeepsl
3aHATHL B MOMEHT MOCTYIUIEHHUs], 3alIpOC IIOMEILAeTCsl B BUPTYyaJIbHOE MECTO, Ha3bIBaeMoe
OpOUTOit, YTOOBI ITIOBTOPUTH NOMBITKY JOCTHYb CEPBEPOB Yepe3 IKCIOHEHIMAIBHO pacIpe-
JieJIeHHbIe TIepHozibl BpeMeHH. O011as CKOpOCTh TIOBTOPHBIX BHI30BOB € OPOMTHI OECKOHEUHO
YBEJIMUYMBAETCSI C POCTOM UHCJIa 3alpOCOB, HaXo[sIuXxcst Ha opoute. [Ipu nocryrieHnn
WY TIOBTOPHBIX BBI30BAaX C OPOUTHI 3allpOC 3aHMUMAeT CepBep ¢ MUHMUMAJIbHBIM HOMEpPOM
cpeii BceX CBOOOIHBIX CEPBEPOB, €CJIN TAKOBbIE UMEIOTCS. [JMHAMMKA COCTOSIHUIA CHCTEMBI
OITICHIBAETCSI MHOTOMEPHO# IleTibio MapkoBa, nMelolieil crienaibHylo OJI09HYI0 CTPYKTY-
py uHUHUTE3UMAIIBHOTO reHepaTopa. [IpeacraBiieHo sIBHOE BBIpaskeHHeE ISl TeHepaTopa.
BeiBeneHo yciioBue sproauyHocTH. IIprBeieHbl BbIpakeHUs AJIsl BRIYMCIEHUS KIIIOUYEBBIX
XapaKTepPUCTHK MPOU3BOJUTEILHOCTH CUCTEMBI. [IpeacTaBieHs! YiCIeHHbIe pe3yabTaThl, 1il-
JIOCTPUPYIOIIHE 3aBUCHMOCTH XapaKTEePUCTHUK MPOU3BOAUTEILHOCTH CHCTEMBI OT CpeIHel
CKOPOCTH HOCTYIUIEHHS 3asIBOK JUJIS1 CUCTEMBI U €€ YaCTHBIX CJIy4yaeB, KOrzia NOCTYIUICHUS
OIHMCHIBAIOTCS CTAIIMOHAPHBIM ITyaCCOHOBCKUM IPOIIECCOM HJIM (V) BpeMeHa 00CITy KUBaHH
TIOYMHSIOTCS SKCTIOHEHIINAIEHOMY PaCIIpe/IeNIeHHIO.
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1. Introduction

Retrial queues fit well for the mathematical description of various real-world systems,
telecommunication networks, including the mobile cellular networks, and contact centers in particular.
Analysis of such queues is much more involved than the study of the queues with customer loss or buffers
for waiting in case of the lack of available servers having the same types of arrival and service processes.
This is explained by to the state inhomogeneous behavior of the stochastic process describing the dynamics
of the system. This is the reason why the retrial queues are investigated in a far less extent.

The fundamental results obtained for the multi-server retrial queues of the M /M /N type (this
means that the arrivals are described by the stationary Poisson process and service times follow the
exponential distribution) are presented in the well-known [1]. However, due to the significant change
of the character of the flows in communication networks and customers service time during the last
decades, essentially more adequate model of arrivals in the modern real-world systems is the MAP
(Markovian Arrival Process), see, e. g., [2-5]. This process well describes the modern correlated bursty
flows. Essentially more general distribution of service time than the exponential one is Phase-Type (PH)
distribution, see, e. g., [5;6] which allows to fit not only the mean service time, but also higher moments,
including the variance. Taking these circumstances into account, the BMAP/PH /N type retrial queue
was studied in [7]. But only the aspects relating to the ergodicity condition of the system are considered
there. More comprehensive analysis of the BMAP/PH /N type retrial queue was given [8] where, besides
to the proof of the sufficient condition for the ergodicity in cases of the classical retrial policy and the
constant retrial rate, the effective algorithms for the computation of the stationary distribution of the
system states and the main performance measures were presented.

Essential assumption imposed in [1] and [8] is that the servers are identical, while they can be
heterogeneous in some real-world system. In this paper, we significantly weaken this restrictive assumption.
In the papers [9] and [10], this assumption was already weakened and the servers are not identical. In that
papers, it was supposed that service times have the exponential distributions with different parameters. In
the present paper, we suppose that service times have the Phase-Type distributions with different parameters.

Generalization from the case of the exponential distribution to the case of the Phase-Type distribution
has the practical importance because the former one allows to fit only the average value of the real service
time while the latter one allows to fit simultaneously many initial moments of the distribution of the
real service time, and the variance of this time in particular. From the theoretical point of view, this
generalization leads to the necessity of construction and analysis of the multi-dimensional continuous-time
Markov chain with more involved structure of the blocks on the infinitesimal generator. Here this analysis
is successfully implemented.

The outline of the presentation is as follows. The mathematical model under study is described
in Section 2. The random process describing the dynamics of the considered system is introduced in
Section 3 as the multi-dimensional continuous-time Markov chain and the explicit expression for the
generator of the chain is presented there. The sufficient condition for the ergodicity of this Markov chain is
derived in Section 4. Formulas for computation of the values of the key performance measures of the
system are given in Section 5. The illustrative numerical results are presented in Section 6. Section 7
contains some concluding remarks.

2. The mathematical model

We consider an N-server queueing system. The primary customers arrive to the system according
to a MAP (Markovian Arrival Process). We denote the directing process of the MAP by v, t > 0.
The state space of the irreducible continuous-time Markov chain v, is {0,1,...,W}. The intensities
of transitions of the process v; are defined as the entries of the square matrices Dy and D; of size
W = W + 1. The matrix Dy contains the intensities of transitions at which customers do not arrive. The
matrix D; contains the intensities of transitions at which customer arrives to the system. The matrix
D(1) = Do+ D; is an infinitesimal generator of the process v;. The vector © that is the unique solution to
the system of equations ©D(1) = 0, 6e = 1 defines the stationary distribution of the process v;. Here
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and thereafter e is a column vector of an appropriate size consisting of 1’s and 0 is a row vector of
an appropriate size consisting of zeroes.

The average (fundamental) arrival rate A of the MAP is defined as A = ©D1 e . The coefficient ¢y, of
variation of intervals between customer arrivals is defined by ¢y, = 2A0 (—Do)fle — 1. The coefficient of
correlation ¢y, Of successive intervals between arrivals is computed as cqor = (A (—Do)_]Dl (—Do)_1 e—
- 1)/C%ar' _

The servers are independent of each other. The service time of a customer by n-th server,n = 1,N,
is governed by the continuous-time Markov chain (directing process) n,("). This process has an absorbing
state 0 and the set {1,---,M} of transient states. The initial state of the process n" at the epoch of
starting the service is chosen among the transient states with the probabilities defined by the entries

of the row-vector B(”) = ([55"), e [51(;()”)). The transitions of the process nt(") inside the set of transient

states do not lead to service completion and are defined by the entries of the irreducible matrix S of
size M. The diagonal entries of this matrix are negative. Their modules define the rates of the exit of
the process n,(") from its transient states. The non-diagonal entries define the intensities of transitions
inside the set of the transient states. The rates of transition to the absorbing state, which lead to service
completion, are defined by the entries of the column vector S(()") = —SWe.

The mth initial moment b,(,zl ) of the distribution of the service time in the nth server is computed as

by = m!B ((—$)") e, m> 1.

The value 1, defined by the formula p, ' = g (—S (”))_1 e, n=1,N, is the mean service rate in the nth
server. The value b 1})(5))52))2

If the arriving customer meets all servers being idle, the customer enters the first server to receive
the service. If the first server is busy, then the customer enters the idle server with the minimum number.
If all servers are busy, then the customer goes to the virtual place called orbit. Capacity of the orbit is
unlimited. These customers are said to be repeated customers. These customers try their luck later until
they will be served. We assume that the total flow of retrials from the orbit is such that the probability of
generating the retrial attempt in the small interval (z,7 + Ar) is equal to &;Ar + o (Ar) when the orbit size
(the number of customers on the orbit) is equal to i, i > 0, o; = 0. We do not fix the explicit dependence
of the intensities «; on i. We assume the infinitely increasing retrial rate: lim «; = oo. This holds true, in
particular, for classic retrial strategy where «; = i and the linear stratelgy o =ix+y.

Our goal is to obtain the sufficient condition for existence of stationary state distribution of the
system, this distribution itself, and the expressions for the key performance measures of the system

via this stationary distribution.

is the squared coefficient of variation of the service time in the nth server.

3. The random process defining the dynamics of the system

Let, at the moment 7, t > 0,

i; be the number of customers on the orbit, i; > 0;

n,(") be the state of the underlying process of the service in the nth server, n = 1,N. This state
belongs to the set {1,...,M (”)} if this server is busy and is assumed to be O if the server is idle;

v; be the state of the directing process of the MAP, v, = 0,W.

Let R be the state space of the process {n,(l),...,nt(N)} defining the phases of service in all
servers of the system:

R={0WD,... /My ) =0,M0" n=TN}.

Consider the continuous time multi-dimensional process

E't = {ihnt(l)v"'ant(N)gvt}, t> 0.

It is easy to see that this process is an irreducible continuous-time Markov chain.
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Let us define the stationary probabilities of this Markov chain as the limits

(i, ™) = tim Pl =i (™) = () € Ry =),

i=20,v=0W.

Sufficient condition for existence of these limits will be presented in Theorem 4.1 below.
Let us enumerate the states of the chain ¢, ¢ > 0, in the lexicographic order and form the row-vector

(i, iV, Y = (i, YN0y, YY) W)

of the stationary probabilities 7'((1',1'(1)7 .. .,r(N )

n(i,rM, . r V) i > 0.

R . N

Note that the size of the vectors 7t; is equal to K = (W + 1)M where M = [ (M") +1).
n=1

Define also the infinite-dimensional probability vector 7@ = (7, 71,72, .. .).

For the use in the sequel, introduce the following notation:

I is an identity matrix of appropriate dimension (when needed, the dimension is identified with
a subscript);

O, denotes zero matrices with n rows and n’ columns; ® and @ are the symbols of the Kronecker
product and sum of matrices, see, e. g., [11];

Jn: < 0]><1 01><M(n)>’n:l7N;
O« Ly

,V), and the row-vectors 7v;, consisting of the vectors

m o N
R=J 1Ry, r<m,m=1,N;J=QJ;
I=r =1

£{") is column vector of size (M () 4 1) having the first entry equal to 1 and other entries equal to 0;
d; j is Kronecker delta. It is equal to 1 if i = j and 0, otherwise;
A is the diagonal matrix with diagonal entries defined by the diagonal entries of the matrix Dy;

0 O n
Gn:< 1x1 1xM®) ,I’l:1,N;

sy s
N
G=Y | I @G I v
n=1\ TIMD+1) [T (MO+1)

=1 I=n+1

n—1 N _
I=QRQJ/86G,2 Q J;, n=1,N;
=1 I=n+1
H, is the diagonal matrix with the diagonal entries coinciding with the corresponding diagonal

entries of the matrix Gy;

N [/n—1 N
H=Y <®Jz®Hn® X Jz);
n=1 \I=1 I=n+1
C= —(H®A)~!. The matrix H ® A is nonsingular as the irreducible sub-generator;
O1x1 B .
Bn e ,n = I,N,
Opox1 Oy sy
. N [ k=1
=Y | ®I@B®I
=1\ 1=1 I1 (MO+1)
_ I=k+1
1= (IM — J);
b b
the product of numbers [] ¢; or matrices [] C; is supposed to be equal to 1 or I, correspondingly,
I=a l=a

if b < a. The same relates to the Kronecker products.

The following statements hold true:

Lemma 3.1. [fthe vector Tt of stationary probabilities exists, then it satisfies the system of equilibrium
equations

mQ=0,te=1
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where 0 is the infinite-size row-vector consisting of zeroes and the matrix Q, which is the infinitesimal
generator of the chain (;,t > 0, has the following structure:

Qo Qu O O

Qo Qi Qi O
Q= O Qu Qxn Qx
O O Qxn Qi

where the blocks Q; j,i,j >0, j = {max{0,i — 1},i,i+ 1}, of the matrix Q have size K and are defined
as follows:

Qiiv1 =J @Dy, Qi = oulg @1y,
Qii=1;®Dy— oI @Iy +G Iy +1s @ Dy.

Proof. The presented form of the blocks Q; ; is easy explained if the intuitive meaning of some
denotations is taken into account. In particular:

the matrix J, is used to distinguish the residing of the process n,(") in the absorbing and transient
states during which service is not provided and provided, correspondingly;

the matrix J highlights the states of the vector process 1, = {nt(l),nt(z), el ,n,(N)} at which all
servers are busy;

the matrix I highlights the states of the vector process 1, at which not all servers are busy;

the matrix G, describes transition rates of the process nt(") in its state space;
the matrix G contains the rates of all possible transitions of the process 1;;

the matrix B, is used to instal the initial state of the underlying process nt(") at the service beginning
moment in the nth server;
the matrix I}g, describes transition rates of the process 1, at the moment of service beginning at

the available server having the minimal number. Here, the matrix By defines the installment of service
k=1
namely in the kth server, k = 1, N. This matrix is preceded by the Kronecker product ® J; that guarantees

that the previous k — 1 servers are busy and service cannot start in these servers Addltlonally this
matrix is multiplied from the right in Kronecker manner by the Kronecker product / ﬁ O+ that
shows that no transitions occur in underlying processes of customers service in the serlvgrls having the
numbers k+ 1,k+2,....N

The increase in the number of customers in orbit occurs at the moment of a customer arrival to
the system (with the rates defined by the entries of the matrix D) when all servers are busy. Therefore,
we evidently obtain that Q; ;11 = J® D;.

The decrease in the number of customers in orbit occurs at the moment when one of the customers
staying in orbit retries to enter the service (with the rate «; if i customers stay in the orbit) when there are
available servers and the server with the minimal number is occupied. The transition rates of the process
1, in this scenario are defined by the matrix I}g. Any transition in the underlying process of arrivals is
not possible. Therefore, we evidently obtain that Q;;—1 = ocl-iﬁ Iy .

The diagonal entries of the diagonal blocks Q;; are negative. Their modules define the exit rate
of the Markov chain (;, t > 0, from the corresponding states. The non-diagonal entries of the diagonal
blocks Q;; are non-negative. They define the rates of the Markov chain (; transitions that maintain the
value of the number i of customers in the orbit. There exist four scenarios of such exits or transitions.

One scenario corresponds to the exit or transition of the underlying process of arrivals the rates
of which are defined by the matrix Dy. No transition of the process 1), are allowed in this scenario. This
scenario explains the first summand I;; ® Dy in the expression for Q; ;.

The second scenario of the exit from the current state due to successful retrial of a customer from
the orbit. This scenario explains the second summand —o;/ ® Iy in the expression for Q; ;.
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The third scenario corresponds to the exit or transition of the underlying process 1, of service, the
rates of which are defined by the matrix G. No transition of the process v, are allowed in this scenario.
This scenario explains the third summand in the form G ® Iy, .

The last scenario of transition of the Markov chain (; corresponds to the new customer arrival, the
rates of which are defined by the matrix D; and an immediate admission of this customer for service.
Transitions probabilities of the process 1), at this arrival moment are defined by the matrix Is. The proof
of the formula for the block Q;; and of Lemma 3.1 is finished. O

Lemma 3.2. Markov chain &, belongs to the class of asymptotically quasi-Toeplitz Markov chains,
see [12].

Proof. According to the definition of the asymptotically quasi-Toeplitz Markov chains given in [12],
we have to prove the existence of the limits

Yo=1limR; 'Q;;_1, o= iliﬁmelQi,m, Y= ilimRiilQi,i +1

1—o0
where R; is a diagonal matrix with diagonal entries defined as the moduli of the corresponding diagonal
entries of the matrix Q;;, i > 0. It can be easily verified that R; = ol —H D A.
Then, by direct calculations with account of the imposed above assumption that lim o; = oo, it

i—oo
can be verified that

N
Yo=Ig®ly, ,=C(J®Dy), Y1 =C(} Tv® Do) +1.
k=1

Lemma 3.2 is proven. U

4. Ergodicity condition
Theorem 4.1. (i) The Markov chain (, is ergodic if the inequality

A< Y 1)
k=1

is fulfilled.

(ii) The Markov chain (; is non-ergodic if inequality (1) has an opposite sign.

Proof. (i) As follows from [12], the sufficient condition for ergodicity of the AQTMC &, n > 1,
is the fulfillment of the inequality

xYre < xYpe, (2)
where x is the unique solution of the system
x(Yp+Y1+1)=x, xe=1. (3)

Calculating the vector x from system (3) and substituting the expression obtained into inequality (2)
after some algebra we get inequality (1).

Statement (ii) of the theorem follows from (1) and the results of [12]. O

Remark 4.2. Condition for ergodicity is easy tractable: the average arrival rate A is less than the
sum of the mean service rates in all servers of the system.

The numerically stable algorithm for computation of vectors 7v;, i > 0, can be found in [12].

5. Performance measures

As soon as the vectors 7t;, i > 0, have been calculated, we are able to find various performance
measures of the system.

Let us introduce the following denotations:

R, k=T,N, is the set of the states {r(1), ... rM)} € R of the process {n,(l), . ,n,(N)} such that
) >0forl=1k-1, rk =0.
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For the fixed set (#(1),...,r™), (7D, ... r™)) € R, the value [(rV),...,r)) defines the number
of states having nonzero value of the components ™ n=1,N:

N
1N = 3 (1= 8,0 )
=l

The average number Ly of customers in the orbit is computed by
Lowbic = 'Zl im;e.
=
The probability Pempty—orbic that the orbit is empty at an arbitrary moment is computed by
Pempty—orbit = Te.

The average number Nyysy of busy servers at an arbitrary moment is computed by

oo

Moy =Y. Y 10y, Ve
i=0 (r(1)7...7r(N))€fR
The probability Pé") that the nth server, n = 1,N, is idle at an arbitrary moment is computed by

P ¥ () e Y )
0 =Y (@ ey @fNO ® eyn, @ey).
i—0 r=1 r=n+1

The row vector defining the stationary probability distribution p, of the status of the nth server at an
arbitrary moment is given by formula

> n—1 N
P =Y T((® ey @y 1 ® © eyny)Qey), n=1N.
=0 r=1 r=n+1

The output rate ¢, from the nth server is defined by

0
(Pn:pn< (n)>7n:17N'
SO

N
Relation A = Y @, can be used for control of accuracy of computation of the stationary distribution
n=1
of the system states.

The probability P(gserv) that all servers are idle at an arbitrary moment is computed by
d N
Péserv) _ Zni( ®1 £ Rew).
i=0 "=

The probability Py, that an arbitrary customer will succeed to enter the service immediately
upon arrival is computed by

1 & -
Pimm - ini (1[5 ®D1)e.
i=0

The share of customers, which start service immediately upon arrival by the kth server, is computed by

10‘0
z==Y Y (nir",.. " "YoD)e k=TN.
i=0 (1), W)em,

6. Numerical results

To illustrate the feasibility and outcome of the presented algorithms as well to show the effect of
correlation in arrival process, we briefly consider the following example.
Let initially the MAP-input be characterized by the matrices

b _ (135164 0
0= 0 ~0.04387 )’
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o ( 1:34265 0.00899
"7\ 0.02443 0.01944 |-

This arrival process has the coefficient of correlation of two successive intervals between arrivals ccor = 0.2,
and the squared coeflicient of variation of the intervals between customer arrivals ¢y, = 13.4. In the
presented experiment, we will vary the average rate of the MAP A what is done by multiplying the
matrices Dy and D; by the same scalar.

In parallel, we present the results of computation for the model where the arrival flow is defined as
the stationary Poisson process with the same intensity. Let us assume that the total number N of servers be
equal to 3 and MM =2 M@ =2 MB) = 3. The retrial rates are defined by o =0, &; =icx, x=1,i>0.

We will denote the PH-distributions of service times on three devices as PH l(serv), PHZ(SHV), PHZ(SHV).

2

var

PH l(serv) — the 2nd order hyperexponential distribution with ¢
following vector and matrix:

=4.55 —is characterized by the

(1) _ m_( -2 0
) =(0.1,0.9),5 ( o 18 >.

2
var

PHZ(SBW) — the 2nd order hyperexponential distribution with ¢
following vector and matrix:

0 _ o_ (15 0
B =(0.1,09),5 < 0 —&5)

2
var

=4.54 — is characterized by the

PH3(SerV) — the 3nd order hyperexponential distribution with ¢2, = 4.28 — is characterized by the

following vector and matrix:

-02 0 0
0 -04
0 0 24

We can calculate the service rates at the corresponding servers as follows:

12120 5

G (. = =
B (15’15’15)7

m =10,u =7.5,u3 =1
Let us assume that the total number N of servers be equal to 3. When we consider the service time
to be exponential, assuming service rates at the corresponding servers be p; = 10, =7.5 and pu3 =1,
correspondingly. Fig. 1 shows the behavior of the value Lyt depending on the input rate A. Fig. 2 shows
the behavior of the value Ny,sy depending on the input rate A. Fig. 3 shows the behavior of the value
P.nm depending on the input rate A. Fig. 4 shows the behavior of the value Pén) depending on the input

rate A under different numbers of servers. Fig. 5—7 show the behavior of the value Pén) depending on
the input rate A when n = 1, 2, 3, respectively, with different models.

N=3 N=3
800 . . . . . . , , 3
MAP/PH/IN MAP/PHIN
700 MAPMIN | | MAP/MIN
-~~~ MPHN 25} |[-=—=MPHN

=== MIMIN ‘ - MIMIN

0.5

0 2 4 6 8 10 12 14 16 18 0 2 4 6 8 10 12 14 16 18

Fig. 1. Dependence of the number L on the Fig. 2. Dependence of the number MNyysy on the
input rate A when N = 3 with different models input rate A when N = 3 with different models
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1 i
MAP/PH/N Tl n=1
0.9 MAPIMIN | | 09 DR ————n=2| |
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o8 NG N MIMIN 8§ 0.8 NN ]
0.7 0.7 TN
S
06 06 O ~
€ N B ‘\\\\_\ \\\
LE05 \\ Le05 NN
\ ~ SN
0.4 N \\ 0.4 . O
g N ~ N
L Ry \ B . RN
0.3 SN 03 N\
AN Ny N
0.2+ “\ 1 0.2 SN
N RSN
0.1 \\— 0.1 Ny
0 0 -
0 2 4 6 8 10 12 14 16 18 0 2 4 6 8 10 12 14 16 18
A A
Fig. 3. Dependence of the number Py, on the Fig. 4. Dependence of the number
. o o n i
input rate A when N = 3 with different models pé ) on the input rate A when N = 3
N=3 N=3
1 T T T T T 1 T T T T T
MAP/PH/N MAP/PHIN
0.9 MAPIMIN | | 0.8 MAPMN | |
. — =~ — MPHN T MPHN
0.8 1 S~ = M/M/N 1 e8r L T
0.7 0.7
0.6 0.6
Fo05¢ Fo05
0.4 r 0.4
0.3 \ 1 0.3
02} N 1 02
0.1 "\\-\_ 1 0.1
0 0
0 2 4 6 8 10 12 14 16 18 0 2 4 6 8 10 12 14 16 18
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Fig. 7. Dependence of the number P(g3) on the input rate A when N = 3 with different models

7. Conclusion

In this paper, the algorithmic analysis of the MAP/PH /N retrial queue with heterogeneous servers
is presented. The obtained results are numerically illustrated in brief.
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